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Abstract. The objective of this article is to understand how Large Language
Models (LLMs) impact programming teaching. Currently, many beginners in
programming languages, in terms of creating, correcting and explaining code,
have been resorting to Large Language Models due to their ease in obtaining
ready-made codes and complete explanations. But do LLMs have a negative or
positive impact on programming language teaching? This is what this article
will discuss.

Resumo. O objetivo deste artigo é saber como os Modelos de Linguagem
de Grande Escala (Large Language Models -LLMs) impactam no ensino de
programacdo. Atualmente muitos iniciantes nas linguagens de programacao,
em termos de criagcdo, correcdo e explicacdo de codigo, vém recorrendo as
Large Language Models devido a sua facilidade em obter codigos prontos e
explicacoes completas. Mas serd que as LLMs causam impacto negativo ou
positivo no ensino de linguagens de programagdo? Isso que esse artigo ird
discutir.

1. Introducao

O mundo da programacao estd em constante evolucdo devido as mudancgas na sociedade
tecnoldgica em que vivemos (BG Lovatti, LS Vieira e K Marques et al., 2017). Por esse
motivo, muitas pessoas t€m se atraido pelas linguagens de programacdo, buscando in-
gressar ou migrar para essa drea [Santos et al. 2019]. Com a democratiza¢do dos Large
Language Models (LLMs), essas ferramentas, como o ChatGPT, tornaram-se populares
devido a facilidade em fornecer c6digos prontos e explicacdes detalhadas. As LLMs sdo
modelos de inteligéncia artificial, ou mais especificamente de aprendizado de maquina
[Carbonell et al. 1983]], treinados em grandes volumes de dados textuais para identificar
padrdes de linguagem e, como consequéncia, serem capazes de compreender e gerar lin-
guagem natural de forma coerente [Naveed et al., 2023].

O aprendizado de programacao, em geral, demanda tempo, dedicacdo e pratica
[Renato de M. Santos e Crediné Silva de Menezes et al., 2019]. Para um iniciante na
drea, muitas vezes esse processo pode parecer longo e desafiador, especialmente devido
a ansiedade e as propagandas de cursos que destacam saldrios altos e outras vantagens
da carreira. Por outro lado, hd também aqueles que ja possuem algum conhecimento em
programagdo, mas utilizam as LLLMs como suporte para esclarecer dividas e aprofundar
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seu aprendizado [ YEPES, Igor et al., 2023]. Além disso, as LLMs podem ser ferramentas
valiosas para docentes em salas de aula [YEPES, Igor et al., 2023].

No entanto, existem desafios associados ao uso das LLMs. Essas ferramentas po-
dem, sem querer, promover pldgio [JOST, Gregor et al., 2024], gerar respostas incorretas
com conviccao [Luiz C. Pereira Filho et al., 2023] e causar dependéncia por parte dos
usudrios [YEPES, Igor et al., 2023]. Portanto, esta pesquisa busca explorar os impactos
das LLMs no ensino de programacdo, discutindo tanto os beneficios quanto as limitacdes
dessa abordagem.

Ao final deste artigo serdo apresentadas respostas para as seguintes perguntas de
pesquisa:

RQ1. Qual o nivel de escolaridade dos alunos em um curso de linguagem de
programacdo usando LL.Ms?

RQ2. Quais as principais linguagens de programacao ensinada usando LLMs?

RQ3. Quais sdo as principais LLMs citadas na literatura para o ensino de lingua-
gem de programagao?

RQ4. Quais os beneficios ao usarem LLMs no curso de linguagem de
programacgao?

RQS. Quais os impactos ao usarem LLMs no curso de linguagem de
programacado?

2. Trabalhos Relacionados

O estudo sobre as LL.Ms no ensino de programacao tem sido estudado de forma crescente.
Esse crescimento € devido a popularizacdo e gratuidade, mesmo que tem algumas pagas,
de LLMs na internet, para ser utilizado pelas pessoas de modo geral. A seguir um estudo
relacionado as LL.Ms no ensino de programacao:

[Natalie Kiesler et al. 2023] apresenta um estudo onde € analisado o desempenho
das LLMs, utilizando especificamente o ChatGPT-3.5 e GPT-4 nas tarefas de introdugao
a programagdo. O estudo mostrou que as LLMs oferecem uma nova forma de resolugao
de problemas para tarefas de programacao, com c6digos com comentarios explicativos.
Por outro lado, as LLLMs podem gerar respostas erradas com niveis de confianca de que
estd certo, devido a falta de clareza na descri¢ao da tarefa, o que faz as LLMs oferecerem
uma solugdo para um problema diferente.

3. Metodologia

O método utilizado para o desenvolvimento desta pesquisa foi uma revisao informal da
literatura, baseado em técnicas exploradas em trabalhos anteriores [Kitchenham 2006,
Souza et al. 2018, Keele et al. 2007] que nos inspirou a levantar e analisar varios artigos
de pesquisadores nacionais e internacionais que publicaram artigos relacionados a este
campo de pesquisa.

3.1. Pré analise

O buscador utilizado foi o Google Scholar, em que foram analisados no total 13 arti-
gos, que foram pesquisados nas principais bibliotecas académicas, artigos relacionados



ao tema e utilizadas como pesquisa as seguintes palavras chaves como: LLMs, educacio,
ensino, programacao, beneficios e impactos. (“LLM”) AND (“ensino programacido” OR
“educacgdo de programagdo” )

3.2. Pos analise e Coleta de dados

Depois de pesquisar os artigos, eles foram lidos e colocados em uma planilha, que
continha filtros como: Base [Congresso/Biblioteca Online], Autores, Titulo, Ano de
publicacdo, Linguagem de Programacdo, Beneficios, Maleficios, Técnicas Utiliza-
das e entre outros. Foram excluidos os artigos que ndo tinham como base [Con-
gresso/Biblioteca Online]. A tabela [I] apresenta os artigos que discutem os impactos das
LLMs no ensino da programacao nas institui¢des brasileiras.

Tabela 1. Sintese dos resultados dos artigos que compuseram a amostra do
estudo sobre o uso das LLMs no ensino de linguagem de programacao.

Referéncia LLMs Beneficios Impactos Ling. de Prog.  Modalidade
[Pereira Filho et al. 2023]] ChatGPT Apoio no ensino  Cdédigos incorretos e Linguagem C Ensino Médio
Dependéncia
[Yepes and Fiorin 2023 ChatGPT Apoio no ensin Cédigos incorretos Linguagem C Graduagio
[da Silva Junior et al. 2023] ChatGPT Apoio no ensino  Cddigos incorretos N/D Ensino Médio
[de Araujo Costa et al. || N/D Apoio no ensino  Dependéncia N/D Curso Técnico
[Jost et al. 2024] N/D Apoio no ensino  Cddigos incorretos HTML/CSS/ Graduacio
e plagio Javascript
[Geng et al. 2023 ChatGPT Apoio no ensino  Cdédigos incorretos N/D Graduacio
[Leinonen et al. 2023] GPT-3 Apoio no ensino  Cddigos incorretos N/D Graduacio
[Kumar and Lan 2024] GPT-4 Apoio no ensino  Cddigos incorretos Java/Python Graduagio
[Silva et al. 2024] ChatGPT Apoio no ensino  Dependéncia N/D Graduacio
[Xue et al. 2024] ChatGPT Apoio no ensino  Dependéncia N/D Graduagio
[Geng et al. 2023 ChatGPT Apoio no ensino  Cddigos incorretos Java, Python Curta Duracdo
[Lyu et al. 2024] CodeTutor Apoio no ensino  Geragdo de plagio Python Graduagio
[Kiesler and Schiffner 2023  ChatGPT/GPT-4  Apoio no ensino  Respostas erradas Python Graduagio

4. Resultados

Esta secdo apresenta os resultados de acordo com cada questdao de pesquisa deste estudo.
Esses resultados fornecem insights com base na revisao da literatura.

4.1. RQ; - Qual o nivel de escolaridade dos alunos em um curso de linguagem de
programacao usando LLMs

A Figura [T] apresenta o nivel de escolaridades dos alunos, o qual, segundo a revisdo da
literatura, constatou-se que:

Graduacédo: Em nove artigos analisados [Yepes and Fiorin 2023, Jost et al.
2024, Xue et al. 2024, Lyu et al. 2024, e Kiesler and Schiffner 2023] observou-se que
os testes de uso das LLLMs foram realizados com alunos do ensino superior. Esses testes
foram conduzidos através de atividades e exercicios envolvendo materiais como Estrutura
de Dados, programacgdo funcional, casos de testes, coleta de dados e comparagdo onde
neste, o aluno visualizava uma explica¢do de um determinado cddigo, explicava-o em voz
alta para o professor e, em seguida, comparava com a explicag¢ao fornecida pelo ChatGPT
para o mesmo codigo.

Ensino médio: Em dois artigos analisados [Pereira Filho et al. 2023, da Silva
Junior et al. 2023 ] os testes de uso das LLMs foram realizados com alunos do ensino
médio. Esses testes foram conduzidos por meio de programagio bdasica, que envolvia a



Curso Técnico Curta Duragdo Ensino Médio Graduagdo

Figura 1. Nivel de escolaridade dos alunos.

demonstracdo de habilidades de criag¢do, correcao e explicagdo de cédigos. Além disso,
foram empregadas abordagens quali-quanti, utilizando métodos qualitativos e quantitati-
vos para avaliar os resultados dos testes de programacao.

Curso técnico: Emum artigo [de Araujo Costa et al. || analisado, o teste do
uso das LLMs foram realizados com alunos de curso técnico, no qual o teste foi aplicado
por meio de testes qualitativos.

Curso de curta duracgédo: Geng et al. [2023] testou o uso das LLMs
com alunos em um curso de curta duragdo. O teste consistia em pesquisas andnimas
com codigo dos exercicios, que cobriram conceitos basicos da linguagem de programacgao
Java.

4.2. RQ- - Quais sao as principais linguagens de programacao ensinadas usando
LLMs?

A Figura [2] apresenta as diferentes linguagens de programacdo ensinadas usando
LLMs, segundo a revisdo da literatura. A Linguagem C foi mensionada em
2 artigos [Pereira Filho et al. 2023 |Yepes and Fiorin 2023]. Enquanto a linguagem
Python foi a mais recorrente, mencionada em outros 4 artigos [Leinonen et al. 2023,
\Geng et al. 2023| Lyu et al. 2024, Kiesler and Schiffner 2023]]. Java apareceu em 2
artigos [Leinonen et al. 2023, Geng et al. 2023|], e apenas, Jost et al. (2024) citou
HTML/CSS/JavaScript . Em contraste, 6 outros artigos nao especificaram as linguagens
de programacdo [da Silva Junior et al. 2023|, |de Araujo Costa et al. | |Geng et al. 2023,

Leinonen et al. 2023, [Silva et al. 2024, Xue et al. 2024].

4.3. RQj; - Quais sao as principais LLMs citadas na literatura para o ensino de
linguagem de programacao?

A Figura 3 apresenta os diversos tipos de LLMs encontradas nas literaturas. O ChatGPT

foi abordado em 8 artigos [Pereira Filho et al. 2023]]-[da Silva Junior et al. 2023,

Geng et al. 2023]], [Silva et al. 2024]-[Geng et al. 2023, [Kiesler and Schiffner 202
O CodeTutor foi abordado em 1 artigo [Lyu etal. 2024]. O GPT-3 foi ci-

tado em 1 artigo [Leinonen etal. 2023], enquanto o GPT-4 foi citado em 2
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Figura 2. Linguagens de programacao utilizadas.

artigos [Leinonen et al. 2023 Kiesler and Schiffner 2023]. Além de 2 artigos
[de Araujo Costa et al. |, Jost et al. 2024]] ndo especificaram qual LLM usaram.

4.4. RQy - Quais os beneficios ao usarem LLMs no curso de linguagem de
programacao?

A utilizacdo das LLMs no ensino de programac¢do tem mostrado beneficios, conforme
mostrado nos artigos académicos analisados. Entre os principais beneficios, destacam-se:

Verificacdo da abordagem das respostas pelos alunos:
Pereira Filho et al. [2023] destacou a importancia de ndao apenas verificar a precisio das
respostas, mas também o entendimento do cddigo pelos alunos. Isso envolve entender o
raciocinio e a logica aplicada na resolu¢do do problema, promovendo uma aprendizagem
mais completa.

Verificacdo da precisdo das respostas pelos alunos: Em
trés artigos [Leinonen et al. 2023, Silva et al. 2024, Xue et al. 2024] analisados foram
observados que o uso das LLMs permitem uma verificacdo mais precisa das respostas
dos alunos. Por exemplo, as LLMs ajudaram a identificar erros com maior rapidez e
precisdo, proporcionando feedback imediato e direcionado, o que facilitam o aprendizado
e a correcdo de equivocos com mais agilidade.

Auxilio no ensino de programacédo: Cinco artigos [da Silva Junior
et al. 2023, de Araujo Costa et al., Jost et al. 2024, Geng et al. 2023, e Xue et al.
2024] demonstraram que as LL.Ms oferecem um suporte no ensino de programacao. Onde
atuam auxiliando tanto os professores quanto os alunos, fornecendo recursos didaticos
adicionais, que melhoram a eficiéncia e a eficacia do processo de ensino-aprendizagem.

Melhora no ensino de programacdo: Quatro artigos [Yepes and Fio-
rin 2023, Kumar and Lan 2024, Geng et al. 2023 e, Kiesler and Schiffner 2023] relataram
uma melhoria significativa no ensino de programacao com o uso das LLMs. As melhorias
incluem um maior engajamento dos alunos, melhores resultados académicos, uma maior
reten¢do de conhecimento e um desenvolvimento de habilidades praticas mais sélido.
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Figura 3. LLMs utilizadas.

4.5. RQs5 - Quais os impactos ao usarem LLMs no curso de linguagem de
programacao?

Segundo arevisao da literatura, quais foram os impactos da utilizacao das LL.Ms no ensino
de linguagem de programacgdo? Entre os principais impactos, destacam-se:

Geragdo de cdédigos incorretos: Em seis artigos (Pereira Filho et al.
2023, Yepes and Fiorin 2023, da Silva Junior et al. 2023, Jost et al. 2024, Geng et
al. 2023, e Kiesler and Schiffner 2023 ) indicam que as LLMs podem gerar c6digos
incorretos e, em alguns casos, apresentd-los de maneira convincente, levando os alunos
a acreditarem que estdo corretos. Este fendmeno pode impactar negativamente iniciantes
na programacao que, devido a falta de conhecimento aprofundado, podem ter dificuldades
em compreender a corre¢ao das respostas fornecidas pelos modelos.

Dependéncia dos alunos nas LLMs: Em quatro artigos (Pereira Filho
et al. 2023, da Silva Junior et al. 2023, Silva et al. 2024, Xue et al. 2024) discutem que
os alunos podem desenvolver uma dependéncia excessiva das LLMs, o que pode prejudi-
car o desenvolvimento de suas habilidades de aprendizado e resolucdo de problemas de
programacdo. Além disso, a confianca total nas LLMs pode levar os alunos a ndo buscar
esclarecer duvidas com os professores em sala de aula.

Geragdo de plagio: Em dois artigos [JosSt et al. 2024, Lyu et al. 2024] dis-
cutem que as LLMs podem facilitar o plagio, pois os softwares de detec¢do de plagio fre-
quentemente ndo conseguem identificar codigos gerados por essas LLMs. Quando esses
codigos, que podem se equiparar aos cddigos de outros sem a devida citagc@o ou atribuicao,
podem ser utilizados para fins de avaliacdo e validacdo de avaliagdes académicas. O que
dificulta a disting¢do entre o trabalho de um aluno e o de uma LLM.



Respostas erradas por falta de clareza na pergunta: Ki-
esler and Schiffner [2023] ] argumentam que os erros nas respostas geradas pelas LLMs
podem ser atribuidos a falta de clareza na descri¢do do input fornecido por um aluno,
para uma tarefa. Esta falta de clareza, por sua vez, resulta na geragdo de cédigos incorre-
tos, uma vez que as LLLMs podem fornecer solucdes para problemas diferentes daqueles
pretendidos.

Uso irresponsdvel das LLMs: Silva et al. [2024]E possivel que as
LLMs perpetuem preconceitos ou reforcem esteredtipos, caso nao sejam adequadamente
monitoradas.

5. Discussao

Como foi discutido ao longo deste artigo, o uso das LLMs tém sido utilizadas no ensino de
programacdo. Apesar do crescente uso, ainda ha lacunas na compreensao do impacto das
LLMs no ensino de programacdo. Tanto no desempenho dos alunos quanto nos métodos
educacionais adotados pelos professores. O objetivo desse artigo € pesquisar 0s impactos
das LLMs no ensino de programacao e, para isso houve a formulacdo de perguntas para
ajudar na pesquisa:

Os beneficios da utilizagdo das LLMs vao desde a verificacao de precisdo de res-
postas e entendimento dos codigos pelos alunos. Além de auxiliar os alunos em seus
codigos em verificagdo de erros com rapidez e precisdo. Gerando um engajamento e ha-
bilidades praticas mais sélidas. Com os educadores, as LLMs, atuam como um auxilio
dentro de sala de aula, com fornecimento de recursos didaticos adicionais

Os impactos das LLMs no ensino de programacgdo sdo a geragdao de codigos in-
completos e, em alguns casos, podem gerar codigos errados [Nunes et al. 2025], mas de
maneira convincente, fazendo os alunos acreditarem que o cédigo estd correto e con-
sequentemente atrapalhando o aprendizado. Paralelo a isso, tem a falta de clareza nas
perguntas feitas pelos alunos, que consequentemente as LLMs podem fornecer solugdes
para um problema, bem distintos daqueles pretendidos pelos alunos.

Além de gerar dependéncia nos alunos, que cria uma confianga total nas LLMs,
levando o mesmo a ndo esclarecer as dividas com um educador, por exemplo. A questao
do plagio é um impacto bastante relevante, pois ha dificuldades em distiguir o cédigo
de um aluno do c6digo gerado por uma LLM. Outro impacto que as LLMs podem
causar no ensino dos alunos em programacdo, se nao forem usadas de maneira cons-
ciente ou sem monitoramento de um educador, é perpetuar preconceitos ou/e reforgar
estereotipos [Rodrigues et al. 2018]].

6. Limitacoes

Durante a revisdo da literatura, a string de busca resultou apenas em artigos que citam
o ChatGPT, o que desconsidera outras LLMs que também tém aplicacdes no ensino de
programagao, levando acidentalmente 4 inclusdo de um artigo que aborda exclusivamente
o ChatGPT. Sendo que o intuito deste artigo € falar sobre as LLMs de modo geral. O
intuito do artigo é saber como as LLMs impactam no ensino de programagdo, sem priori-
zar um modelo especifico. Porém, como a string de busca s6 levou a artigos que citam o
ChatGPT, acabou prejudicando o intuito do artigo, o que abona a diversidade e ampliacdo



do tema proposto. Para alinhar o artigo ao tema proposto, € preciso revisar ou criar uma
nova estratégia de busca , com tese que abrange outras LLMs, garantindo um estudo am-
plo. Com essa revisdo a finalidade do artigo é assegurada em uma anélise imparcial e
representativa de todas as LLMs e seus reflexos de uso no ensino de programacao.

7. Consideracoes Finais

Essa revisao da literatura fez uma investigacao sobre o impacto das LL.Ms no aprendizado
de ensino de programac¢do. Como resultado vimos que as LLMs podem ter impactos posi-
tivos e negativos, além de auxiliar docentes e alunos no ensino de programagdo, mas tem
que ter responsabilidade com seu uso e cuidados com o plagio. Futuramente, pretende-se
realizar pesquisas em unidades de ensino, sejam elas em nivel fundamental, médio, supe-
rior ou técnico, aplicando testes e entrevistas com os alunos para observar de perto como
as LLMs impactam o ensino de programacao.
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